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1 Introduction1

The International Monitoring System (IMS) maintains deterrence against nuclear weapon testing2

by ensuring that geophysical signatures of explosive events are recorded and detected with high3

probability [2, 14]. Agencies like the Comprehensive Test Ban Treaty Organization (CTBTO) and4

Norwegian Seismic Array (NORSAR) quantify the detection performance of the IMS using statis-5

tical measurements of certain phenomenology-specific detection thresholds [24, 23, 8, 27]. Seismic-6

specific threshold measurements, in particular, quantify the smallest magnitude that a hypothetical7

seismic source can have to be detectable in an observed noise environment with a prescribed prob-8

ability. These thresholds are usually computed from short-term averages of signal power that are9

estimated from single receivers or networks and then combined with region-specific, logarithmic10

magnitude scales [28, 24]. Often, such estimates are also conditioned on statistics of past seismic-11

ity originating from a given target region, but preclude details of seismic waveform geometry. To12

more fully exploit waveform observations, monitoring operations often apply multichannel correla-13

tion detectors to identify repeated, spatially collocated events at magnitudes well below thresholds14

permitted by short-term power averages. These correlation detectors use “template” waveforms15

recorded from reference events (e.g., tamped nuclear explosions) at receiver networks to scan mul-16

tiple, contemporaneous data streams for correlated signals indicative of similar emission sources17

[7, 18, 15, 34, 14]. Significant correlation between the detector’s template and the network’s data18

stream requires intra-event similarity in waveform shape, in addition to similarity between the ar-19

rival times of equivalent waveform features composing each seismogram (e.g., Pn, Lg phases). In20

contrast, spatially separated explosive sources generally produce decorrelated seismic signals be-21

cause the same waveform features within each seismogram instead exhibit relative time lags and22

intra-event interference in their waveform coda. Therefore, multichannel correlation detectors are23

useful for identifying low-magnitude seismic events when the template and target waveforms differ24

only in amplitude (magnitude), but share a radiation pattern and source location. When such25

sources are collocated, their relative magnitudes are related by the log-ratio of their (possibly dif-26

ferent) waveform amplitudes [30]. Therefore, magnitudes of repeating seismic events, like multiple27

explosions at test sites, may be measured using correlation detectors by implementing one reference28

waveform as a template to detect others. Further, relative magnitudes estimated from correlation29

are more precise when compared to alternative estimates that use magnitude differences [9, 32].30

This suggests that correlation detectors can be exploited to estimate precise, relative magnitudes31

of repeatable seismic events at thresholds substantially lower than provided by power detectors.32

33

Several researchers have already exploited the relationship between repeating waveform amplitudes34

and multichannel correlation detectors to estimate threshold magnitudes at the North Korean Test35

Site (NKTS). It is particularly important to establish reliable threshold magnitudes at the NKTS.36

This is because North Korea is the only nation to conduct known nuclear tests this century (2006,37

2009 and 2013), with some researchers claiming a locally-measured (≤ 100 km) small magnitude38

seismic event (mb ∼ 1.44) as evidence for a fourth, unannounced nuclear test on day of year39

(DOY) 132, 2010 [39]. By comparison, Gibbons and Ringdal [16] obtained threshold magnitudes of40

mb ∼ 2.6 for 95% detection rates at MJAR, ∼ 960 km from the NKTS. They obtained this estimate41

by sequentially burying amplitude scaled versions of the 2009 nuclear test waveform in observed42

noise and then processing their resultant data with the original template. Following studies focused43

on the NTKS used very similar methods to estimate threshold magnitudes. Schaff et al. [10], for44

instance, estimated smaller threshold magnitudes for NKTS explosions (mb∼ 1.15 − 1.8) during45
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April and May of 2010 at a single, three-component Chinese station (MDJ, ∼ 370 km away) using46

a 200 sec template waveform produced by the 2009 test, motivated by the claim of an unannounced47

North Korean test. Ford and Walter [14] then extended these analyses by forming a network-based48

correlation detector from several IMS array elements and MDJ, and spectrally scaling the corre-49

lation template waveform to account for the higher corner frequencies of any small magnitude,50

target explosions. That work suggested that no explosion at the NKTS greater than a 1 ton could51

go undetected in typical noise conditions during 2010 using regional receivers. In each case, these52

studies have also suggested that low magnitude background seismicity (mb < 2) could falsely trigger53

their correlation detectors at thresholds required to monitor for smaller explosions. Gibbons and54

Ringdal [16] mitigated such false detections by co-processing their data with frequency waveform55

number analyses and thereby rejected all but seven of ∼ 2500 false detections originating from56

sources located off the NKTS. Schaff et al. [10] also found several false detections on events during57

two weeks in April and May of 2010 originating from both Manchuria, China, as well as teleseis-58

mic sources. Finally, Ford and Walter suggest that low magnitude, natural seismicity likely occurs59

more frequently than currently documented near the NKTS, and that this seismicity could (falsely)60

trigger correlation detectors. Cumulatively, these efforts both show the importance for threshold61

monitoring at the NKTS and an additional need to place probabilistic constraints on the smallest,62

confidently detectable explosion there. They additionally demonstrate a need to account for low-63

magnitude background (non-target) seismicity that could falsely trigger a correlation detector.64

65

To address these research needs, we combine multichannel correlation detectors with relative mag-66

nitude estimates to demonstrate a method for computing threshold magnitudes of repeatable ex-67

plosions, relative to a reference event, at thresholds that account for background seismicity. Our68

method differs from previous work on correlation-thresholds (e.g., [14, 10]) in three primary re-69

spects. First, we provide a calibrated, probabilistic model for the correlation detection statistics70

that is consistent with methods developed over previous decades for continuous threshold monitor-71

ing (e.g., [24, 28, 8, 27]). Second, we use false detections triggered by waveforms originating from72

background seismicity to adaptively correct our probability model and thereby adjust our correla-73

tion detector’s event declaration threshold. Finally, we use reciprocity to estimate how threshold74

magnitudes increase when the target sources become spatially separated. We then apply our method75

to six months of continuously recorded data at an IMS array (USRK) to estimate the smallest ex-76

plosion that is detectable at or near the NKTS with a prescribed probability, over six months in77

2010. In particular, our data coverage includes the aforementioned seismic event recorded on DOY78

132, 2010.79
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2 Organization of Paper80

We first provide a summarized, quantitative theory for estimating threshold magnitudes using a81

multichannel correlation detector (Section 3); for continuity, we compartmentalize additional theory82

into more detailed Appendices (A and B). Second, we present a seismic data set we assembled from83

nine short period elements of the IMS array, USKR (Section 4). We then summarize an algorithm84

for estimating relative magnitude thresholds of collocated, explosive sources at the NKTS with our85

detector using these data (Section 4.1). Next, we apply this method to non-collocated, explosive86

sources using source-receiver reciprocity (Section 4.2); in both the collocated and non-collocated87

cases, we account for background seismicity. Finally, we illustrate our magnitude threshold es-88

timates over the first six months of 2010 (Section 5) and discuss our method’s implications for89

monitoring test sites (Section 6 and 7).90

91

Appendix A discusses the statistics and probability of multichannel correlation detectors as ap-92

plied to seismic data and demonstrates the performance of these detectors in the presence of both93

target and non-target waveforms. In addition, it provides an empirical verification of the assump-94

tions used to derive the probability density functions for the sample detection statistic output from95

correlation detector. Appendix B demonstrates the relationship between the relative magnitudes of96

collocated explosions. It further provides an estimator for sources that produce similar waveforms97

that is unbiased by noise and utilizes parameter estimates of the correlation detector’s probability98

density function.99

3 Background100

The threshold magnitude of a multi-correlation detector depends on the estimator used to compute101

the magnitude of seismic events, as well as the probability distribution for the correlation detection102

statistic. We show in Appendix A that the probability density function for our correlation coefficient103

is conditional upon the template waveform, noise field, and the wavefield that is processed by the104

detector. In general, any digitized seismic data is representable as a matrix x with a waveform105

component that is correlated with the template signal, a component that is decorrelated with the106

template, and background noise:107

x = Au + u⊥ + n

= w + n,
(1)

as given by the projection theorem for Hilbert Spaces [35]. In Equation 1, u represents a data108

matrix containing the digitized multichannel template waveform, A is a scalar amplitude, u⊥ is the109

portion of the signal decorrelated with u, and n is noise. We call Au the target signal, u⊥ the110

non-target signal, and w their (deterministic) sum. If x is processed with our correlation detector,111

it produces a detection statistic s (x) that is given by:112

s (x) =
〈x,u〉F
||u||F ||x||F

, (2)

where the term 〈x,u〉F = tr
(
xTu

)
is the Frobenuis inner product, which generalizes dot products113

to matrices, and ||x||F =
√

tr (xTx) is the Frobenius norm, which generalizes vector norms to114
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matrices. This correlation statistic s (x) is a random variable with a probability density function115

fk (s (x) ;Hk) given by (Appendix A, Equation 16):116

fk (s (x) ;Hk) = B

(
s2 (x) ;

1

2
,

1

2
(NE − 1) , λ, λ⊥

)
+ B

(
−s2 (x) ;

1

2
,

1

2
(NE − 1) , λ, λ⊥

)
,

where B (t,N1, N2, α, β) is the doubly noncentral Beta distribution function. It is evaluated at t,117

has N1 and N2 degrees of freedom, and noncentrality parameters α and β. The presence or absence118

of a target signal is indexed by the hypothesis Hk on the data. Hypothesis H0 symbolizes that only119

noise is present, whereas H1 signifies that a signal is present in the data. The scalar NE denotes the120

effective number of independent samples within x. The first noncentrality parameter λ in Equation121

16 is proportional to the “true” correlation coefficient between the waveform template and the122

target data, Au. The second noncentrality parameter λ⊥ is proportional to the signal-to-noise123

ratio (SNR) of the waveform u⊥ that is uncorrelated with the template. Appendix A, Section A.2124

documents the analytical form of both parameters (Equations 13 and 15) and presents an empirical125

validation (Figure 12) for the signal-present form of the density function. In the present context, we126

focus on relating parameters of f1 (s (x) ;H1) to the relative magnitude of the sources respectively127

producing the template and target waveforms. To do so, we first consider the case that data x128

is processed with our detector and contains only noise and a target waveform. This implies that129

u⊥ = 0, and that the (true) body wave magnitude of the target waveform, relative to that of the130

template waveform, is (Appendix A, Equation 23):131

∆m =
1

2
log10

(
A2
)
,

where subscript “b” is suppressed, and all magnitudes are assumed to be body wave magnitudes.132

In Appendix A, we show that the square of the maximum likelihood estimate Â2 for the amplitude133

of the target waveform is proportional to λ (Equation 14):134

Â2 = tr

(
xTûûTx

||u||2F

)

=
λ · σ̂2

0

||u||2F
,

where σ̂2
0 is an estimate of the (zero mean) noise variance in x and is discussed further in Section135

4.1. An estimate for the magnitude of the event producing this waveform is (Appendix A, Equation136

29):137

∆m̂ =
1

2
log10

(∣∣∣∣∣λ · σ̂2
0

||u||2F
−
σ̂2

0NE

||u||2F

∣∣∣∣∣
)
,

We now suppose that data x consists of only noise and has been processed with a mutlichannel138

correlation detector that includes template waveform u. This processing operation results in a139

correlation statistic s (x) that follows the four-parameter density function described by Equation140

16. Two of these parameters (λ and λ⊥) are zero in the absence of signal. Our current goal is to141

estimate the magnitude that a hypothetical seismic event in the observed noise would have to be142
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detectable at a 0.99 detection probability. To compute this estimate, we solve a “threshold trace”143

equation for λ (e.g., [28]):144

0.99 = PrD

(
η̂, λ̂99, λ

⊥ = 0, N̂E

)
(3)

where η̂ is the detector’s estimated constant false-alarm on noise threshold, λ̂99 is the estimate for145

λ that provides a 0.99 detection probability, N̂E is the effective degrees of freedom estimate in the146

current detection window (that includes no signal), and PrD is the right tail probability integral147

in Equation 19. The threshold magnitude in the observed noise environment, given the detector’s148

threshold, is then (Appendix A; Equation 4):149

∆m̂thr|η̂ =
1

2
log10

(∣∣∣∣∣ λ̂99 · σ̂2
0

||u||2F
−
σ̂2

0N̂E

||u||2F

∣∣∣∣∣
)
.

We now consider relative threshold magnitudes for seismic events producing waveforms that are only150

partially correlated with the detector template so that u⊥ (Equation 1) is nonzero. In particular,151

we suppose that the true correlation between the template u and the underlying waveform w, in152

x, is ρ∞ (Appendix A; Equation 12):153

ρ∞ =
〈w,u〉F
||u||F ||w||F

In this case, the second noncentrality parameter shaping the density function for s (x) is nonzero154

(Equation 17). This means that the threshold magnitude (∆m̂′) of a hypothetical seismic event155

providing a 0.99 detection probability in the observed noise environment will be greater in value156

relative to the scaled-waveform case. In this case, the noncentrality parameter estimate λ̂′99 for λ157

solves:158

0.99 = PrD

(
η̂, λ̂′99,

(1− ρ2
∞)

ρ2
∞

λ̂′99, N̂E

)
. (4)

The relative threshold magnitude for a partially coherent waveform, given a detector threshold and159

signal-correlation value, is then estimable from Equation 29 (Appendix A) as:160

∆m̂′thr|η̂ , ρ∞ =
1

2
log10

(∣∣∣∣∣ λ̂′99|ρ∞ · σ̂2
0

||u||2F
−
σ̂2

0N̂E
||u||2F

∣∣∣∣∣
)
. (5)

We document quantitative details of the theory summarized above in Appendices A-B.161
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4 Data162

Explosions at the NKTS are actively monitored using several seismometers and arrays deployed163

within 500 km on, or near, the Korean Peninsula. These include short period borehole arrays164

(USKR and KSRS) that contain additional, broadband receivers and a seismo-acoustic array near165

the demilitarized zone (CHNAR) that comprise both seismic and infrasound sensors. Northwest166

China hosts additional temporary (e.g., the NECESS array) and permanent stations (MDJ) within167

near-regional distances of the NKTS.168

169

USKR is a particularly quiet, ∼4 km aperture borehole array located near the North Korean border170

in southeastern Russia that is included in the International Monitoring System (IMS) [17]. It con-171

sists of nine short period, vertical channel seismometers sampling at 0.025 sec intervals emplaced at172

55 m depth, and one array-centered broadband sensor, also sampling at 0.025 sec intervals. USKR173

was certified by the Comprehensive Test Ban Treaty Organization in 2008 and recorded both of174

the 2009 and 2013 announced nuclear tests. The Pn and Pg phases were recorded particularly well175

from both events, whereas Lg and Rg are only clearly identifiable through frequency-wavenumber176

analysis [16]. All receivers showed excellent recording quality over the first six months of 2010177

(01/01/2010 - 06/30/2010), and suffered infrequent channel or telemetry outages.178
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4.1 Threshold Magnitude Estimates for Collocated Template and Target179

Sources180

We estimate time-dependent magnitude thresholds at USRK for a mutlichannel correlation detec-181

tor using a two-iteration algorithm. In summary, this algorithm accounts for non-target waveforms182

produced by background seismicity that triggers our detector and objectively readjusts event dec-183

laration criteria. Using these revised thresholds, it then computes threshold magnitudes using a184

false-detection probability constraint. These magnitude thresholds depend on several data statis-185

tics that must be estimated from array measurements which are contaminated by diurnally variable186

noise and signal clutter. To account for this variability, we segmented the data discussed below into187

one hour records and performed all detection and parameter estimates using 24 bins per day. This188

segmentation implicitly assumes that the contaminating seismic noise is statistically stationary over189

time periods longer than one hour. To evaluate this (and other) assumptions, we compared data190

statistic histograms with their predicted distributions by computing curve-fitting errors (see also191

Appendix A figures).192

193

This algorithm operates in four primary stages:194

195

First, we computed hourly estimates of noise variance by excluding seismic waveforms from our196

data that would artificially increase and therefore bias our estimate. To remove such waveforms,197

we identified events by processing data from each short-period, vertical-channel element at USRK198

using a noise-adaptive, digital power detector (see [5, Appendix A]). This detector computes a data199

statistic at each point in a seismometer data stream by dividing an estimate of the sample variance200

within a leading data window by an estimate of the sample variance within a longer, following201

window i.e., the STA/LTA [1]. To account for statistically correlated background noise, we com-202

puted robust estimates for the degree-of-freedom parameters of the data statistics’ F -distribution203

within each detection window [4]. These updated parameters enabled us to confidently estimate the204

signal-absent distribution function for the STA/LTA statistic and thereby dynamically adjust the205

detector’s event declaration threshold within each window and maintain a nearly constant false-206

alarm probability. We set this probability to 10−6 using the Neyman-Pearson decision rule [21,207

Chapter 7]. We then removed the waveforms producing these power detections and computed the208

noise variance σ̂2
0 with the remaining (almost) signal free data; the 0-subscript here indicates the209

variance estimate is taken assuming the null hypothesis (H0) is true.210

211

Second, we processed the original seismic data using a multichannel correlation detector. Our212

waveform template comprised ∼54 sec of data and included one sec of pre-signal, Pn through Pg213

phases and additional p-wave coda recorded from the 2013 nuclear test (Figure 2). We scanned all214

short-period data recorded at USRK between 01/01/2010 until 06/01/2010 with this template at a215

hour-dependent threshold that we computed from a 10−8 false alarm on noise constraint (equivalent216

to 0.03 predicted false alarms per day). Our processing included hourly estimation of the degree217

of freedom parameter NE shaping the correlation statistic’s null distribution f0 (s ;H0) and RMS218

errors between the correlation statistic’s histogram and f0 (s ;H0). Any relative errors exceeding219

8% were considered unreliable and omitted from further analyses. We considered any detection in220

the remaining data as a false alarm and saved the falsely detected waveforms. This routine resulted221

in 779 detected, non-target waveforms that were attributed to background seismicity (Figure 3).222

Our manual inspection showed that these waveforms were partially coherent with the detector’s223
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template and thereby triggered our detector near it’s threshold (Figures 4-5); this threshold was224

often less than 0.1, as determined by the null distribution and false alarm constraint. We then225

computed an additional parameter λ⊥ from these triggering waveforms, which was proportional to226

the SNR of the template-incoherent portion of the signals.227

228

Next, we binned our estimates for λ⊥ over the total six-month study period and thereby formed its229

empirical density function (histogram), fΛ⊥
(
λ⊥
)

(Figure 6). After spline-smoothing the distribu-230

tional curve of fΛ⊥
(
λ⊥
)
, we formed a revised null distribution for the sample correlation from the231

normalized product of f0

(
s|λ⊥; H0

)
and fΛ⊥

(
λ⊥
)
. We then integrated this conditional distribution232

over λ⊥:233

f0 (s;H0) = C ·
∫ ∞
η

f0

(
s|λ⊥; H0

)
fΛ

(
λ⊥
)
dλ⊥ (6)

and thereby adjusted the correlation’s null distribution to include influences from background seis-234

micity (C is a normalization constant). Using the resulting unconditional density fucntion, we235

computed an updated correlation detector threshold η̂ that was consistent with our original 10−8
236

false alarm rate; this computation generally elevated correlation detector thresholds over their for-237

mer values (Figure 7).238

239

Last, we used our parameter estimates (e.g., σ̂2
0 , N̂E , and η̂) and template signal u to construct240

hour specific, signal-present, right-tail cumulative probability functions (CDFs) for the correla-241

tion statistic. In the presence of both target and non-target waveforms, each CDF required full242

parametrization by a scalar λ proportional to the target waveform SNR, and a second scalar repre-243

senting the template-incoherent portion of the data-stream signal energy, λ⊥, as discussed above.244

Both λ and λ⊥ are functionally dependent on the mismatch correlation coefficient ρ∞ that parame-245

terizes potential dissimilarity between the underlying (noise-free) signals of the target and template246

waveforms (Appendix A;Equation 12). In the presence amplitude-scaled target waveforms without247

interfering signals, ρ∞ = 1 so that λ⊥ = 0 (Equation 17). In this case, the threshold parameter λ248

consistent with a 0.99 detection probability and target-template signal correlation then minimized249

the functional given by:250

λ̂99 = argmin
λ

{∣∣∣ 0.99− PrD

(
η̂, λ, λ⊥ = 0, N̂E

)∣∣∣} (7)

where λ =
||w||2

σ2
0

and PrD

(
η, λ, λ⊥ = 0, N̂E

)
denotes the right-tail cumulative probability distri-251

bution function for the correlation statistic under the target signal-present hypothesis, as defined252

by Equation 19. The estimator that gives the threshold magnitude for a target waveform consistent253

with an event declaration threshold η̂ and detection probability PrD is then (Appendix A; Equation254

29):255

∆m̂|η̂ =
1

2
log10

(∣∣∣∣∣ λ̂99 · σ̂2
0

||u||2F
−
σ̂2

0N̂E

||u||2F

∣∣∣∣∣
)
.

We reemphasize that this estimate is conditioned upon hourly-updated, revised thresholds η̂ that256

were adapted to mitigate false detections from background seismicity and assumes that the template257

and target waveform sources are collocated.258
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4.2 Threshold Magnitude Estimates for Spatially Separated Template259

and Target Sources260

Our estimate for threshold magnitudes (Equation 4) are inapplicable if template and target signals261

become decorrelated (ρ∞ < 1). Physically, such decorrelation occurs for several reasons. First,262

seismic signals from non-target sources (like teleseismic earthquakes) may be recorded concurrently263

with target signals so that the waveforms temporally interfere. Second, the size of the template and264

target explosive sources can be sufficiently dissimilar so that the corner frequency of the source-time265

function spectra do not overlap within the analysis passband [30, 14]. Third, the template and tar-266

get explosive sources may be spatially separated so that the comparative, resultant waveforms show267

slight misalignment of equivalent seismogram features that degrades their peak cross-correlation.268

Quantitatively, each source of decorrelation reduces ρ∞ and λ, but increases λ⊥. However, these269

source of decorrelation are not discernible and therefore distinct sources of correlation loss can pro-270

duce identical detection statistics.271

272

To quantify the effects of correlation loss on magnitude thresholds, we specifically consider hypocen-273

tral differences of explosive sources at the NKTS. Our limited test records (2013) prevented a direct274

analysis of distributed source locations; such analysis requires records of identical explosions mea-275

sured at range of distances from the template waveform’s source. We instead applied the principle276

or reciprocity between the USRK array and the NKTS to estimate decorrelation effects caused by277

target-template source separation, at a single receiver. The principle of reciprocity states that L278

receivers measure the same seismograms triggered by one source (e.g., the 2013 test) as a virtual279

receiver collocated with the true source would measure from L virtual sources, with the same spatial280

distribution as the true receivers [22]. We applied this principle to our data to estimate how target281

waveforms produced by sources at spatially separated USRK elements would cross-correlate at a282

single receiver collocated with the 2013 test hypocenter. Specifically, we computed the correlation283

ρ
(k,l)
∞ between a “template” signal recording a virtual source located at receiver k against a “target”284

waveform triggered by a virtual source located at receiver l, where the virtual receiver was emplaced285

at the 2013 test location and k, l = 1, · · · , 9. This provided single-channel correlation estimates ρ̂∞286

for ρ∞ (Figure 9; pale markers, top) that were slightly biased by noise due to the finite SNR of the287

waveforms. To check for consistency, we then repeated this process using waveforms triggered by288

the 2009 announced test (Figure 9; dark markers, top), which showed the same trend in correlation289

loss, despite the greater noise bias. We therefore consider our results qualitatively consistent and290

representative of lower bounds on true ρ∞ estimates.291

292

To use our estimates of ρ∞ to compute the relative magnitude detection thresholds for a nine-293

element array, we first evaluated two assumptions. First, we determined if single, virtual-receiver294

peak correlation was sufficiently uniform across an array the size of USRK so that ρ∞ represented295

the expected, multichannel value. We tested this first assumption by processing waveforms record-296

ing the 2009 test with a detector that included only single-channels of our template (single matrix297

columns of u), and then with the full, nine-channel template. This exercise produced single-channel298

correlation coefficients that varied from the (full) multichannel value of 0.88 by ≤ 3% over the array,299

and whose mean varied from full-value by less than ≤ 0.3%. We concluded that ρ∞ at one receiver300

likely represented an array based (multichannel) correlation value.301

302

Second, we evaluated if the parameterization of the correlation statistic’s signal-present distri-303
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bution function f1 (s ; H1) (Equation 16) could be extrapolated from one to nine virtual receivers.304

We thereby examined how N̂E changed with number of array stations recording target data. To305

do so, we estimated NE using 36 virtual sub-arrays by first removing all combinations of waveform306

channels (matrix columns of u) from our original template and then processing the data recorded307

over DOY 132, 2010 with each resultant template (see Equation 20 and preceding explanatory308

text). Next, we computed a linear fit to these estimates and extrapolated a one-station NE es-309

timate to all nine stations, denoted N̂ ′E (Figure 9, bottom). This processing showed that while310

the extrapolated values were highly variable (blue bars), the linear fit (red dashed line) provided311

an excellent representation to the mean N̂ ′E values (black curve). We concluded that N̂E values312

estimated at a single virtual receiver could be extended to nine virtual receivers with the same313

spatial distribution as USRK using our linear regression. To then re-estimate threshold magnitudes314

for non collocated sources producing dissimilar waveforms, we combined these estimates for N̂E315

and ρ∞ with Equations 4 and 7 :316

λ̂′99|ρ̂∞ = argmin
λ

{∣∣∣∣∣ 0.99− PrD

(
η̂, λ,

(1− ρ̂2
∞)

ρ̂2
∞

λ, N̂ ′E

)∣∣∣∣∣
}

∆m̂′|η̂ , ρ̂∞ =
1

2
log10

(∣∣∣∣∣ λ̂′99|ρ̂∞ · σ̂2
0

||u||2F
−
σ̂2

0N̂
′
E

||u||2F

∣∣∣∣∣
)
.

(8)

Figure 10 illustrates our threshold estimates computed from Equation 8 for DOY 132, 2010.317
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5 Results318

5.1 Collocated Explosions319

Figure 3 illustrates hourly estimates of threshold magnitudes computed over the first six months of320

2010 by processing data at USRK with a 54 second Pn-Pg template (Figure 2, purple waveforms),321

at a detector threshold set from a 10−8 false alarm on-noise probability constraint (Figure 3, blue322

markers). This exercise predicts that seismic events ∼ 3.6 magnitude units below that of the 2013323

DPRK test, on average, are detectable at a 0.99 probability during the first six months of 2010 (blue324

markers). However, this initial estimate resulted in 779 false detections on non-target waveforms325

(red time series), assuming no unannounced nuclear tests took place between January and July of326

2010 that were collocated with the 2013 test (see [14] versus [39]). These falsely detected waveforms327

triggered our correlation detector near it’s threshold for event declaration and appeared to originate328

from background seismicity that was partially coherent with the template (e.g., Figures 4-5), but329

unrelated to test-site activity. Figure 6 shows the spline-smoothed empirical distribution fΛ⊥
(
λ⊥
)

330

(histogram) of the noncentrality parameter λ⊥ computed from the waveforms that produced these331

false detections. The non-uniform concentration of this distribution towards relatively low values332

of λ⊥ demonstrates that, on average, more false detections are induced by lower-energy rather than333

high-energy background seismicity. Using mean estimates for template-sample lengths (accounting334

for channel outages) and λ⊥, we estimate that most background seismicity that falsely triggered335

our detector had an effective SNR value of at most ∼ 0.6 (if ρ∞ = 0). Such seismicity would not336

be screened using an incoherent power (STA/LTA) detector.337

338

Figure 7 illustrates the revised thresholds that we computed from the prior distribution for λ⊥339

(Figure 6) and the general correlation statistic’s density function (Equation 16) using Equation340

6. These revised values for η (red) for our detector’s threshold uniformly increased in value and341

variability over their original values (blue) and more than doubled in most cases. Our manual342

inspected revealed that some of this variability was attributable to temporary receiver outages343

(USB4, 04/26) and intense microseisms which appeared to occasionally generate spectral energy344

above the 1.5 Hz lower cutoff of our bandpass filter. Other outliers appear driven by the presence345

of unusually high-energy and emergent background seismic energy that did not trigger our power346

detector, and thereby inflated our estimates for background noise variance σ̂2
0 . Despite these in-347

fluences, the theoretical density function for the correlation statistic s (x) matched the observed348

statistic histogram within 8% relative error except during a few isolated hours (gray bars, Figure 7).349

350

Revised hourly estimates of threshold magnitudes computed from the conditional η-values show uni-351

form decrease in value and increase in variability (Figure 8) corresponding to threshold increases for352

the same 10−8 false alarm on-noise probability constraint (Figure 3, blue markers). These updated353

thresholds suggest that seismic events ∼ 3.35 magnitude units below that of the 2013 DPRK test354

are detectable at a 0.99 probability and result in no false detections between 01/2010 and 06/2010355

(red horizontal curve). Using a reported magnitude of 5.1 units for the 2013 test [38], this suggest356

explosive events collocated with the 2013 announced nuclear test can be confidently detected at357

URSK down to magnitudes of > 1.66 in similar emplacement conditions. Threshold magnitudes are358

even lower on DOY 132 during the suggested unannounced May test ([39]) and imply even small359

explosions are detectable at that time, where mb ∼ 1.6. If we use our initial detection thresholds,360

we estimate a relative magnitude detection threshold of mb ∼ 1.44. Coincidentally, this is also361
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the reported magnitude of the recorded event. Due to the high uncertainty of magnitude-to-yield362

relationships below a 0.5 kiloton at the NKTS, we do not make an equivalent yield estimate as363

performed by Zhang and Wen [39]364

5.2 Non-Collocated Explosions365

We additionally estimated threshold magnitudes for DOY 132 in cases that the correlation detector’s366

template waveform was not collocated with a target source waveform by invoking source-receiver367

reciprocity. Our validation analyses (Section 4.2) demonstrate that waveforms triggered by virtual368

sources located at the true USRK array elements and measured at a single NKTS-localized vir-369

tual receiver exhibit cross-correlation values that degrade quickly with source-separation distance370

(Figure 9; top). We further determined that the density function that describes the detection per-371

formance at this virtual receiver could be adapted to nine receivers by parameterizing the density372

function with an extrapolated effective-degree of freedom estimate N̂ ′E (Figure 9; bottom). Cu-373

mulatively, we conclude that our threshold estimation method is applicable to spatially-separated374

explosive sources (Equations 8). Further, we conclude that waveforms triggered by explosive sources375

spatially separated from a template (reference) source exhibit a higher threshold for detection using376

a correlation detector than do comparable, collocated sources. In particular, the peak correlation377

values computed from nine, spatially separated virtual sources located at USRK and measured by378

a single virtual receiver at the NKTS, using reciprocity, decrease from 0.65 to 0.18 correlation units379

over less than 3.5 km (Figure 10). Therefore, our inital estimates suggest that waveforms from these380

spatially separated sources must be a full magnitude unit larger to provide the same likelihood of381

detection when compared to collocated explosions.382

383

Our ∆mthr estimates almost certainly underestimate the true thresholds since our computations384

were conditioned upon negatively biased ρ̂∞ values. Additionally, it is unclear how these esti-385

mates transfer from the virtual USRK array location, to the dominantly granite environment of386

the NKTS. The peak waveform correlation between the 2009 and 2013 tests further indicates that387

values in Figure 10 underestimate those for the NKTS, e.g., that our threshold estimates are not388

directly transferable to the test site. In this case, a source-separation distance of ∼ 570 m [39])389

corresponds to signal-correlation of ρ∞ ≥ 0.88. This intra-event waveform correlation is consistent390

with a relative threshold magnitude of ∆mthr = −3.37, or an absolute threshold of mthr ∼ 1.7.391

In contrast, Figure 9 (top) shows that the cross-correlation between virtual sources with a similar392

separation is probably ρ∞ ≤ 0.6, indicative to a higher magnitude threshold.393

394

To address this discrepancy, we compared correlation loss with distance at the NKTS with our vir-395

tual source array at USRK. Following Menke [25], we fit an exponential model si j (x) = exp

(
−
||ri − rj ||

c

)
396

relating the sample correlation si j (x) between waveforms triggered by two spatially separated397

sources with separation distance ||ri − rj ||, using measurements from Figure 10 (c is a proportion-398

ality length). We thereby estimated a least-squares value of ĉ = 1875 m and an effective correlation399

distance of ∼240 m that is consistent with an observed 2009-to-2013 waveform correlation coefficient400

of 0.88. This ratio suggests that spatially separated explosions at the NKTS can correlate as well as401

virtual sources at USRK at 2.4× greater separation distances. We therefore consider the threshold402

estimates in Figure 10 for virtual, spatially-separated sources as lower bounds for detecting true403
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explosions at NKTS when the template and target waveform sources are not collocated.404

6 Discussion405

Our results have important implications for both the performance of multichannel correlation de-406

tectors in cluttered signal environments, and more practically, for monitoring the test sites for low407

magnitude explosions.408

6.1 Detector Performance409

We first consider the performance of our multichannel correlation detector. In particular, this de-410

tector produced frequent false detections (> 4 day−1) despite it’s predicted 10−8 false-alarm-on411

noise probability constraint, which instead implied a false alarm rate of 0.03 events per day (see412

calculation in [34]). Such discrepancies generally occur because correlation detectors effectively413

test between two competing hypotheses: either a noisy target signal is present, or only noise is414

present. In our case, low energy background seismicity (SNR ∼ 0.6, on average) that could not415

be identified with a power detector produced waveforms that were partially coherent with our de-416

tector’s waveform template and thereby produced a detection statistic that exceeded our naively417

estimated threshold. The timing of this seismicity then led to a nearly constant false detection418

rate, which we then quantified probabilistically by modifying the correlation statistic’s probability419

density function. This modification then allowed us to estimate revised thresholds that accounted420

for these false detections. Even if there had been a target explosion conducted during our study421

period among the 779 false triggers, this event would likely have not effected the revised threshold422

values. Therefore, our method can be applied to time periods when tests at the NKTS have or423

will occur. We further suggest that such a method may mitigate false alarms in other monitoring424

applications and in the absence of more physically realistic hypothesis tests (e.g., [4, Section A.11]).425

426

While these broad implications hold qualitatively, the quantitative details of our results are condi-427

tioned on the duration and bandwidth of the pre-processed template waveform shown in Figure 2428

(purple traces) and employed by our correlation detector. Our 54 sec template is much shorter that429

the 200 sec waveform segment that Schaff et al. [10] used at MDJ to obtain lower magnitude thresh-430

olds (mb≤1.8). We likely would have obtained greater predicted performance with longer templates431

at USRK by extending our template to include portions of Lg. We instead selected our data to only432

include p-waves since it is unclear if explosions substantially smaller than the 2013 NKTS explosion433

(e.g., ≥3 magnitude units smaller) or with different effective emplacement conditions radiate sim-434

ilar fractions of shear wave energy [36, 26]. In contrast, p-wave segments are expected to exhibit435

greater waveform similarity over a range of magnitudes, with their comparability limited by the436

spectral scaling and therefore corner frequencies of the source time function [14, 11, 12]. Therefore,437

a longer template waveform that includes shear wave segments may actually reduce the ability of438

our correlation detector to identify smaller explosion sources at the NKTS.439

13



6.2 Threshold Magnitudes440

Our modified threshold estimates show that repeatable explosions at the NKTS can be detected441

with no false detections on background seismicity, at low threshold magnitudes (mb > 1.7), and442

with very high probability (0.99% chance). We concede that our threshold estimates for collocated443

sources are subject to certain assumptions, however. Strictly speaking, our maximum likelihood444

correlation detector tests for waveforms that share spectral content with the template and are pro-445

duced by a single point explosion that is collocated with the template source. We also assume that446

the relative amplitude scaling between a potential explosion waveform and the template is the same447

at all receivers. A “beamed” correlation detector that stacks single channel correlograms and used448

by others [14, 16] allows for different amplitude scaling at different receivers. Such a detector pro-449

duces a higher detection performance in theory [3], and may therefore detect lower SNR waveforms.450

However, it also could lead to more frequent misidentification.451

452

Despite these concessions, our analysis of spatially separated explosions is likely very conservative.453

Specifically, it provides lower bounds on the true correlation detector performance, i.e., smaller454

explosions at greater distances are likely more detectable than what is shown in Figure 10. This is455

because the reciprocity approach we employed to estimate the influence of target-template source456

separation provided threshold estimates for sources collocated with the USRK array, not at the457

NKTS. However, correlation of our template against data records from the 2009 test indicate that458

correlation detection provides a larger detection statistic than predicted by reciprocity. Physically,459

we suggest that the 2009 test’s over-buried depth, in addition to scattering and attenuation in the460

hard rock at the NKTS, improves repeatability of waveforms generated by proximal explosions,461

relative to what is expected for virtual sources at USRK.462

463

Finally, the quantitative theory we’ve developed here for decorrelated waveforms is also applicable464

to monitoring scenario whereby the underlying signal of a waveform is imperfectly correlated with465

the detector template. In particular, if an explosion is conducted in emplacement conditions that466

differ from the test conditions producing the template waveform, it will generally produce signals467

(even without noise) that do not perfectly match with the template. In these cases, the correlation468

coefficient between the respective waveforms will be degraded relative to the ideal case. The relative469

threshold magnitude for correct identification, however, is still estimable using Equation 8. This470

also means that distinct sources of correlation loss between two waveforms cannot be distinguished471

our this method.472

6.3 The DOY 132 Seismic Event473

The seismic event recorded on DOY 132, 2010 and suggested by Zhang and Wen to be explosive474

in origin [39] was not detected at USRK with and without a false-detection modified threshold.475

Specifically, no seismic event near the expected arrival time at USRK was detected among the 779476

false detections before probabilistically correcting the detector’s threshold for background seismicity477

(Figure 3). At this time, we estimate that our relative magnitude threshold was mthr ∼ 1.44, which478

is coincidentally the magnitude Zhang and Wen reported. Our non-detection is also consistent with479

earlier work [14] and suggests that the waveform triggered by the event was insufficiently similar480

with our explosion template to indicate a match, even at the very liberal thresholds afforded by our481
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10−8 false-alarm-on-noise probability constraint.482
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7 Conclusions483

We develop a robust methodology for computing relative threshold magnitudes for repeating seis-484

mic events in the presence of noise and background seismicity. Our method exploits both the485

ability of multichannel correlation detectors to identify template similar, sub-unit SNR waveforms486

as well as the precision of correlation-based relative magnitude estimators. Further, we show that487

detector thresholds can be empirically modified to account for false-alarms triggered by non-target488

waveforms. Applied to the NKTS, we conclude that mb ≥ 1.66 magnitude-equivalent explosions489

collocated with the 2013 announced test can be identified (> 99% chance) at USRK using a mul-490

tichannel correlation detector that operates with P -phase template waveforms and triggers zero491

false detections over six months. Sources located off site are more difficult to detect at the same492

threshold, but are still low relative to power detectors (e.g., [24]). Our estimates indicate that493

single-point underground explosions that produce seismic magnitudes between 2.4 and 2.7 units494

separated ∼ 4km from 2013 test are detectable with the at least the same 0.99 probability, but495

are likely very conservative. In particular, these threshold values are higher than expected from496

waveform correlation between the 2009 and 2013 test waveforms. A crude scaling argument instead497

indicates that explosions of identical magnitudes may be detected with the same 0.99 probability498

at 9.6 km (2.4× 4 km) from the 2013 test hypocenter. We therefore suggest that reciprocity-based499

estimates for magnitude thresholds of spatially separated target sources are lower due to the differ-500

ences in geological structure and receiver-depths at USRK, relative to structure and testing depths501

at the NKTS. In addition, the correlation statistic and decision rule we implement (Equation 10)502

is restrictive compared to correlogram beaming commonly used elsehwere (e.g., [14, 15]) but more503

realistically assumes similar radiation patterns between explosive sources and requires uniform am-504

plitude scaling between different array channels. Finally, we suggest that our estimates could also505

be improved by including additional data from other IMS or regional stations (e.g., MDJ), which506

would certainly decrease the magnitude threshold at which a detection could be made.507

508

For future work, we suggest that correlation thresholds can be further reduced by cataloging sources509

of low magnitude seismicity proximal to the NKTS. The addition of these events to a waveform510

database could then be used to construct a so-called interference subspace, whereby waveforms sim-511

ilar to already-cataloged events that originate from natural source or mining activity are rejected if512

they match previously detected, similar waveforms [33, 20]. Our continuing work includes quanti-513

fying the influence of such nuisance seismicity on alternative detectors to improve the applicability514

of relative magnitude threshold monitoring to more seismically active test sites.515
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Figure 1: Seismic arrays deployed within ∼450 km of the DPRK nuclear test site. USRK (right)
consists of nine vertical channel, borehole short period sensors, and a three-component broadband
receiver at the array center. Only the short-period data were used here.
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Figure 2: Vertical component seismic seismograms of the 2013 announced nuclear test (black)
recorded at the short-period elements of URSK. The purple waveforms show one sec of pre-event
signal, followed by 54 seconds of Pn-Pg and P waveform coda used as a waveform template. Data
were detrended, bandpass filtered between 1.5 and 7.5 Hz, and Hamming tapered to mitigate
spectral leakage.
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Figure 3: Relative magnitude detection thresholds without parametrization for background seis-
micity. Blue markers show hourly estimates of the magnitude for a hypothetical seismic event that
is detectable with a 0.99 detection probability, relative to that of the NK 2013 test. The red curve
illustrates the cumulative number of false detections over the six month period obtained using a
detector threshold with the template from Figure 2 established by a 10−8 false alarm probability.
The horizontal orange line shows the median threshold value. Spuriously high magnitude threshold
values often coincided with channel outages, background seismicity, or narrowband noise.
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Figure 4: An example of processing data recorded at USRK in 2010 with a correlation detector
that includes the template shown in Figure 2 and results in a false detection. Top: A nine-
channel data stream (black) recorded between 05:00 and 06:00 UTC of 11, January 2010. The
purple data segment shows the template waveforms superimposed on the black data-stream and
temporally aligned at the peak correlation value. The red markers indicate the time of an event-
declaration. Middle: The correlation statistic s (x) computed by scanning the template waveform
template against the data stream at top. The red, horizontal line indicates the threshold for event
declaration, determined by a 10−8 false-alarm on noise probability constraint, as computed from
the signal-absent distribution using the Neyman Pearson criteria (see histogram below). Bottom:
The histogram computed from the correlation statistic time series (gray) superimposed with the
theoretical null distribution (black curve) shaped by an effective degrees of freedom parameter
N̂E . The red vertical line shows the threshold for event declaration, consistent with a right-tail
10−8 probability as computed from the black curve. The theoretical distribution fits the observed
histogram with a ∼ 4% relative error.
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Figure 5: The non-target waveforms (black) detected on 11-Jan-2010 05:51:36 (UTC) and shown
in Figure 4 superimposed with the template waveforms (purple). The detected waveforms appear
partially coherent with the Pn/Pg template but are ostensibly triggered by a regional-distance
earthquake.

21



1 2 3 4 5 6 7 8

x 10
4

0

2

4

6

8

10

12

14

16

18

x 10
−5 Empirically Estimated PDF, f Λ⊥ (λ⊥)

D
en

si
ty
:
7
7
9
F
a
ls
e
D
et
ec

ti
o
n
W
av

ef
o
rm

s

Second Noncentrality Parameter, λ⊥

Low Energy Background Seismicity

High Energy Background Seismicity

Figure 6: The spline-smoothed empirical probability density function (labeled PDF) computed for
λ⊥ from the background seismic wavefield. The waveforms used to compute λ⊥ were detected using
template waveforms of the DPRK 2013 nuclear test, as recorded at URSK, and correspond to the
red markers in Figure 3.

22



01/01 01/17 02/02 02/19 03/07 03/24 04/09 04/26 05/12 05/29 06/14 06/30
0

0.05

0.1

0.15

0.2

False-Alarm Constrained Detection Thresholds, with 2013 DPRK Test Template

D
e
te
c
to
r
T
h
re
sh

o
ld
s
a
t
P
r F

A
=

1
0
−
8

Detect. Thresh., No Prior
Detect. Thresh., Using Prior
Bad Hypothesized Null

Figure 7: Thresholds for event declaration with and without accounting for background seismicity.
Blue markers show the original thresholds η for event declaration, as determined by Equation 18 and
assuming only signal-free background noise. Red markers show the revised detection thresholds η′

computed from Equation 6. The gray vertical bars illustrate where the revised null distribution fit
the correlation statistic histogram with an error of greater than 8% and we consider the coincident
threshold values less reliable.
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Figure 8: Relative magnitude detection thresholds including parametrization for background seis-
micity with revised thresholds. Blue markers show hourly estimates for the magnitude of a hypo-
thetical seismic event that is detectable with a 0.99 detection probability, relative to that of the
DPRK 2013 test (compare to Figure 3). The horizontal red curve at bottom illustrates zero cu-
mulative number of false detections over the six month period obtained using the revised detector
threshold with the template from Figure 2 established by a 10−8 false alarm probability. The hor-
izontal orange line shows the median threshold value. Again, spuriously high magnitude threshold
values often coincided with channel outages, background seismicity, or narrowband noise.
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Source-receiver reciprocity indicates these coefficients are identical to what would be measured by a
single receiver located at the NKTS, when comparing waveforms produced by explosions located at
the elements of USRK. Bottom: Parameter estimates for N̂E as a function of recording receivers
on DOY 132, 2010. The blue bars illustrate the total range in N̂E over all combinations of USRK
receivers. The black curve indicates the mean value among these bars, and the red curve is the
best linear fit. This predictable relationship suggests that density function parameterization for a
single virtual receiver at the NKTS can be extrapolated to nine virtual receivers.
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magnitude values for which an explosively-triggered waveform has a 0.99 detection probability
of being detected using virtual template waveforms (Figure 2) and revised detection thresholds
(Figure 3, red markers). Labeled black markers show the threshold value for collocated sources
with unit signal correlation, and the threshold value computed from the waveform cross correlation
ρ̂∞ between the 2013 and 2009 announced tests. The red vertical line illustrates the 1/3 correlation
value for reference.
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A A Statistical Theory of Correlation Detectors: Target and626

Non-Target Waveforms627

Multichannel correlation detectors compare template waveforms recorded from a given reference628

event with noisy data to identify similarly shaped waveforms using a sample-correlation coefficient,629

s (x). This coefficient generalizes the correlation between pairs of single-channel waveforms to630

pairs of multichannel waveforms that represent measurements of seismic velocity recorded by a631

clock-synchronized, L-element seismic network [18, 19]. We represent an N -sample seismogram of632

ground motion history uk (t) recorded on channel k of this network, digitized from time t0 until633

time N ·∆t at interval ∆t, as:634

uk =
[
uk (t0) , uk (t0 + ∆t) , uk (t0 + 2 ·∆t) , uk (t0 + (N − 1) ·∆t)

]T
(9)

where wk is expressed equivalently. Similarly, we represent multichannel data using matrices u635

= [u1, u2, · · · , uL], where column k contains digitized seismogram uk sampled from time t0636

at interval ∆t until time t0 + N∆t, and rows 1 through N − 1 of u sequentially contain ground637

motion measured at respective times t0, t0 + ∆t, · · · , t0 +N∆t; again, w is defined equivalently. A638

correlation detector tests the sample correlation s (x) between a multichannel template waveform u639

and commensurate data stream matrix x against a computed threshold η according to the following640

decision rule [18, 6, 7, 10]:641

s (x) =

L∑
k

xT
kuk√√√√ L∑

k

xT
kxk ·

L∑
k

uT
kuk

=
〈x,u〉F
||u||F ||x||F

H1

≷
H0

η. (10)

The term 〈x,u〉F = tr
(
xTu

)
is the Frobenuis inner product, which generalizes dot products to642

matrices. Similarly, the term ||x||F =
√

tr (xTx) is the Frobenius norm, and generalizes vector643

norms to matrices. The hypothesis H0 above the conditional inequality in Equation 10 signifies644

that x consists of Gaussian noise (x = n) when s (x) < η; the hypothesis H1 signifies that x645

consists of a scaled-copy w = Au of the template waveform u buried in Gaussian noise (x = Au+646

n) if s (x) > η. Under H1, the maximum likelihood estimate for the (unknown) scale amplitude A647

is [6]:648

Â =
〈x,u〉F
||u||2F

(11)

In contrast to these conventional data models, noisy non-target waveforms originating from back-649

ground seismicity may also be recorded and mis-detected. Such false-detections occur if a signal650

within the data stream is sufficiently coherent with the template waveform that the correlation s (x)651

exceeds the prescribed threshold for event declaration (η in Equation 10). In practice, this threshold652

so high that white noise has a very low chance of generating false detections, and therefore spuriously653

high correlation values are usually induced by nearly monochromatic noise or non-target seismicity.654

Alternatively, target waveforms that are (nearly) collocated with the template source may still gen-655

erate lower-than-predicted cross-correlation (< 1) if the underlying signals exhibit incoherence with656
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the template signal due to differences in radiation pattern [13], corner frequency [14], or damage657

production [29]. In the general case that the wavefield includes Gaussian noise-contaminated non-658

target and target signals, the correlation statistic s (x) follows a four-scalar parameter probability659

density function known as the doubly-noncentral Beta distribution [20, 6]. The first of these four660

parameters is fixed at one-half. The second is proportional to the effective degrees of freedom NE661

in the data and quantifies the temporal correlation of the contaminating noise [37, 6, 4]. The other662

two are known as noncentrality parameters. The first noncentrality parameter λ is proportional to663

the multichannel cross-correlation ρ∞ of the template and underlying target signal w in the data664

stream x:665

ρ∞ =
〈w,u〉F
||u||F ||w||F

=

√√√√tr

(
wTûûTw

||w||2

) (12)

where û is the normalized multichannel template waveform and we assume the target and template666

waveforms are imperfectly correlated. The second noncentrality parameter λ⊥ is proportional to667

the SNR of non-target waveforms in x and is zero when a true scaled copy of the template waveform668

is present. In the present context, the first of noncentrality parameter is defined by:669

λ = tr

(
wTûûTw

σ2
0

)
= ρ2
∞
||w||2

σ2
0

= N · ρ2
∞SNR(x).

(13)

This parameter is additionally related to the maximum likelihood estimate for the waveform am-670

plitude in target-signal present case (H1 ), in which case:671

Â2 =
λ · σ2

||u||2F
(14)

This relationship between the waveform amplitude estimate and λ is important for estimating672

threshold magnitudes; we will implement it later.673

674

The second noncentrality parameter is defined by:675

λ⊥ = tr

wT
(
I − ûûT

)
w

σ2
0

 = (1− ρ2
∞)
||w||2

σ2
0

= N · (1− ρ2
∞)SNR(x),

(15)

where I is an L×L identify matrix. With these parameters defined, the signal-present probability676

distribution function for the correlation statistic is:677

f1 (s (x) ;H1) = B

(
s2 (x) ;

1

2
,

1

2
(NE − 1) , λ, λ⊥

)
+ B

(
−s2 (x) ;

1

2
,

1

2
(NE − 1) , λ, λ⊥

)
(16)
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where B (t,N1, N2, α, β) is the doubly noncentral Beta distribution function. It is evaluated at678

t, has N1 and N2 degrees of freedom, and noncentrality parameters α and β. In the current679

application, the noncentrality parameters are constrained by Equations 13 and 15 according to a680

signal correlation-dependent proportionality constant:681

λ⊥ =

(
1− ρ2

∞
ρ2
∞

)
λ (17)

Under this constraint, the probability of detecting any signal characterized by λ and λ⊥ is equal682

to the right-tail probability of f1 (s (x) ; H1) and is computed by integrating this density function683

from a threshold η (defined in Equation 10), to one. With full parametrization, this includes cases684

where the data contain only noise (λ = 0, λ⊥ = 0), noisy non-target signals (λ = 0, λ⊥ > 0), noisy685

target signals (λ > 0, λ⊥ = 0), and a superposition of noisy non-target and target signals (λ >686

0, λ⊥ > 0). The signal absent, or “null” distribution f0 (s (x) ;H0) is equivalent to f1 (s (x) ;H1)687

with λ=λ⊥= 0. We detect template-shaped waveforms in noise using Equation 10 at a threshold688

η established by f0 (s (x) ;H0) at an acceptable false alarm probability (10−8) using the Neyman689

Pearson criteria [21]:690

10−8 = PrFA =

∫ 1

η

f0 (s ; H0) ds (18)

We explicitly estimate the detection threshold η as η̂ using Equation 18, acknowledging that691

f0 (s ; H0) is not perfectly known. We compute the associated probability of detecting a target692

waveform that produces a correlation statistic parametrized by λ and λ⊥ by integrating f1 (s ; H1)693

over the acceptance region established by PrFA:694

PrD =

∫ 1

η

f1 (s ; H1) ds,

, PrD
(
η, λ, λ⊥, NE

)
.

(19)

A.1 Effective Degrees of Freedom695

Both density functions fk (s ; Hk) (k = 0, 1) are parametrized by the effective number of independent696

data stream samples NE , which theoretically equate to twice the time-bandwidth product 2BT of697

u. Real data often show that NE � 2BT , however. This occurs both naturally and through698

processing operations like bandpass filtering, which replace each sample with itself plus a weighted699

sum of its neighbors and thereby introduce intra-sample statistical dependence. Such correlation700

structure generally requires a non-diagonal covariance matrix Σ 6= σ2I for x. However, we observed701

that we could account for the structure in our data using a scalar NE that parametrizes each702

probability density function and represents the effective number of statistically independent samples703

in x. We therefore implemented this empirical estimator for NE , denoted N̂E , to continuously704

update parameterizations for f0 (s ; H0) (see [37, Section 2.4]). This estimator computes the sample705

correlation between the multichannel template waveform u and several hundred psuedo-random,706

commensurate data vectors drawn from non-intersecting segments of pre-processed, signal sparse707

data within x. We compute the sample variance σ̂2
S of the resultant correlation time series using708
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99.9% of the data by excluding 0.01% of the extreme left and right tails of its histogram. This709

provides the needed statistic to estimate NE , given by:710

N̂E = 1 +
1

σ̂2
S

, (20)

and thereby estimate fk (s ; Hk) (k = 0, 1) and η̂.711

A.2 Verification of the Signal-Present Density Function712

The density function in Equation 16 differs from what has been derived by Weichecki-Vergara and713

others [37]. In that case, the authors assumed that template and target waveforms had uniform714

correlation over the duration of their respective signals. We evaluated this assumption using 180715

second records from 2009 and 2013 announced test waveforms that were recorded at USRK. We716

thereby aligned both multichannel waveforms at the peak Pn correlation delay time, and computed717

a one-second width sliding window correlation coefficient over the aligned signals (Figure 11). We718

implemented this localized correlation sample by sample by computing a modified, sliding window719

correlogram. At a given time lag, this local correlation computes a localized correlation coefficient:720

721

sB (x) =
〈u1 · u2,B〉F

||u1 ·B||F · ||u2 ·B||F
, (21)

where B is a one second width (boxcar) window that localizes the action of the correlation com-722

putation, u1 is the 2013 mutlichannel waveform, and u2 is the 2009 multichannel waveform. We723

implemented Equation 21 in the frequency domain as conventionally done with cross correlation.724

This analysis produced a time series that showed certain portions of the waveforms were substan-725

tially more correlated that others, with portions of Pn and Pg exhibiting greater waveform similarity726

relative to similar duration portions of Lg. If the underlying signals were instead uniformly corre-727

lated, we would expect the correlation trace to vary about a mean value.728

729

Having established that repeating explosions are not uniformly correlated, we followed Schaff [31]730

and performed a semi-empirical detection routine using a transient (11 sec length) template wave-731

form recorded from an event local to USRK to validate our signal-present density function in732

Equation 16. While this template differs from what we used in Section 4.1, it allowed us to sam-733

ple more data per day and more quickly estimate the data’s effective degrees of freedom, NE to734

. We first pre-processed this template with a 1.5-7.5 Hz bandpass filter and tapered it to reduce735

any spectral leakage. Second, we embedded the template ∼ 5 · 103 times into identically filtered,736

recorded background noise and then processed this resultant data with our template. This pro-737

duced an set of ∼ 5 · 103 correlation values that we then binned into a histogram for comparison738

with our parameterized density function (Equation 16). Figure 12 illustrates this histogram plotted739

with f1 (s (x) ;H1). The density curve is parameterized by the expected value for both λ and λ⊥740

(Equations 13 and 15 ), as computed from the false detections in Figures 3 and 6.741
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B Relative Magnitudes of Collocated, Similar Explosions742

We first define relative magnitudes of collocated explosions in the noise-free case, and then derive743

an estimator applicable to noise-dominated cases. We specifically consider two collocated explo-744

sions that generate multichannel seismic waveforms u(t) and w(t) with amplitudes A1 and A0,745

measured at period T by the same network of L clock-synchronized receivers. We further assume746

that waveforms u and w are triggered by sources that share a common radiation pattern and are747

therefore proportional in amplitude through a scaling constant A =
A0

A1
. A typical magnitude scale748

relates the log-ratio of these two (true) waveform amplitudes at their identical observation distance749

r through equations of the form:750

m0 = log10

(
A0

T

)
−mC (r, rC)

m1 = log10

(
A1

T

)
−mC (r, rC)

(22)

In Equation 22, ml is the true magnitude of event l (l = 0, 1) and mC is a calibration magnitude that751

depends on a calibration distance rC and other magnitude-independent parameters (not shown). For752

small aperture arrays, r represents the common source-to-array center distance and the amplitudes753

Al are averaged over the common array aperture. The true magnitude difference between these754

events is then proportional to the log-ratio of their squared amplitudes:755

∆m = m0 −m1

=
1

2
log10

(
A2

0

A2
1

)

=
1

2
log10

(
A2
)
,

(23)

where terms mC (r, rC) in Equation 22 arithmetically cancel. Because the two explosive sources756

producing waveforms w and u share a common radiation pattern, their relative magnitudes are757

also expressible using the ratio of their signal energies, since A2 =
||w||2F
||u||2F

, where the term ||w||F =758 √
tr (wTw) is the Frobenius norm, and generalizes vector norms to matrices.759

760

For real observations contaminated by seismic and digital noise, neither true waveforms or magni-761

tudes are directly observable and Equation 23 only represents an infinite signal-to-noise ratio (SNR)762

estimate of relative magnitudes. A realistic, noisy data record x that contains waveform w that is763

proportional in amplitude to u is represented as:764

x = Au + n, (24)

where n is (zero-mean) contaminating noise. Under these noisy conditions, Schaff and Richards765

[32] derived an estimator for the observed magnitude ∆m̂O of a detected target event relative to766
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that of reference event that is equivalent to:767

∆m̂O =
1

2
log10

(
||x||2F
||u||2F

)
, (25)

where we assume that the SNR of u is much larger than the SNR of x (SNR (u)� SNR (x)). This768

estimate (Equation 25) is unbiased by sample correlation, but is biased by noise. In the limiting769

case that waveform w has zero SNR, Equation 25 becomes:770

lim
A→0

∆m̂O =
1

2
log10

(
||n||2F
||u||2F

)
(26)

where n is the measured noise from Equation 24. Without bias, the actual relative magnitude in the771

absence of signal must physically approach ∆m = −∞. We now quantify this bias by considering772

the expected value of the logarithm’s argument. First, we expand the data energy ratio in Equation773

25, assuming common radiation patterns and waveform scaling:774

||x||2F
||u||2F

= A2 +
2A · 〈n,u〉F
||u||2F

+
||n||2F
||u||2F

. (27)

The term 〈x,u〉F = tr
(
xTu

)
is the Frobenuis inner product, and generalizes dot products to775

matrices. If σ2
0 is the (zero mean) noise variance, the expected value E {•} of this quotient is:776

777

E

{
||x||2F
||u||2F

}
= E

{
A2
}

+ E

{
2A · 〈n,u〉F
||u||2F

}
+ E

{
||n||2F
||u||2F

}

= A2 +
σ2

0NE

||u||2F

(28)

The term

√
σ2

0NE

||u||2F
represents the source of noise bias. In practice, both the noise sample variance σ2

0778

and the waveform amplitude are unknown. First, we estimate σ̂2
0 by excluding background signals779

identified with a power detector, as discussed in Section 4.1. To estimate A2 values, we relate780

its maximum likelihood estimate to the correlation density function’s noncentrality parameter λ781

(Equation 14). We thereby propose the following estimator for ∆m by combining Equations 28782

and 14:783

∆m̂ =
1

2
log10

(∣∣∣∣∣λ · σ̂2
0

||u||2F
−
σ̂2

0NE

||u||2F

∣∣∣∣∣
)
, (29)

where the absolute value operator in Equation 29 prevents the relative magnitude from becoming784

complex. Extension to non collocated sources is discussed in Section 4.2, Equation 8.785
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